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Abstract. Breast tumors are heterogeneous lesions. Intra-tumor heterogeneity 
presents a major challenge for cancer diagnosis and treatment. Few studies have 
worked on capturing tumor heterogeneity from imaging. Most studies to date 
consider aggregate measures for tumor characterization. In this work we capture 
tumor heterogeneity by partitioning tumor pixels into subregions and extracting 
heterogeneity wavelet kinetic (HetWave) features from breast dynamic con-
trast-enhanced magnetic resonance imaging (DCE-MRI) to obtain the spati-
otemporal patterns of the wavelet coefficients and contrast agent uptake from 
each partition. Using a genetic algorithm for feature selection, and a logistic re-
gression classifier with leave one-out cross validation, we tested our proposed 
HetWave features for the task of classifying breast cancer recurrence risk. The 
classifier based on our features gave an ROC AUC of 0.78, outperforming pre-
viously proposed kinetic, texture, and spatial enhancement variance features 
which give AUCs of 0.69, 0.64, and 0.65, respectively. 

Keywords: Breast DCE-MRI, breast tumor heterogeneity partitioning, tumor 
feature extraction, breast cancer recurrence prediction. 

1 Introduction 

Breast dynamic contrast enhanced magnetic resonance imaging (DCE-MRI) has 
evolved into an effective modality for detection, prognostic assessment, diagnosis, 
prediction of response to therapy, and characterization of breast tumors [1]. In DCE-
MRI the patient is first administered a contrast agent and then a temporal sequence of 
MRI images is acquired. By capturing the spatiotemporal patterns of contrast agent 
uptake, DCE-MRI can be used as complementary to mammography and ultrasono-
graphy. Several studies have been performed to obtain diagnostic, prognostic, or pre-
dictive markers using DCE-MRI for characterizing the breast tumors in terms of be-
nign, malignant, invasive ductal carcinoma (IDC), ductal carcinoma in situ (DCIS), 
lymph node involvement, tumor grade,  and other histopathologic markers [2, 3].   

Different algorithms and methodologies have been developed using DCE-MRI to 
provide quantitative markers for characterizing lesions [3-5]. Kinetic, morphological, 
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textural, and spatio-textural are among the most commonly used features extracted 
from DCE-MRI. The kinetic features usually include maximum uptake, peak location, 
and wash-out rate [2]. Chen et. al. [3] developed spatial enhancement variance fea-
tures and used them along with  kinetic and morphological features to distinguish 
between the malignant and benign breast lesions. Lee et. al. [4] obtained the spati-
otemporal features from three levels using pixel-wise kinetic features, the spatial fea-
tures from the kinetic features, and extracting kinetic association of spatial features. 
Zheng et. al. [5] developed spatiotemporal features using temporal enhancement by 
applying the Fourier transform and employing Gabor filter and moment invariant 
descriptors. There are other methods which developed spatiotemporal features using 
textural kinetics [6]. Although useful, a limitation of these methods is that the spatio-
temporal features are not based on heterogeneity partitioning and also they do not 
consider the enhancement rate of spatial frequency. 

Breast tumors have been shown to be heterogeneous lesions, and tumor hetero-
geneity is one of the major difficulties in the way of an effective cancer diagnosis and 
successful treatment [7]. In DCE-MRI images, the tumor pixels act heterogeneously 
both spatially and temporally. As such, finding appropriate kinetic features that cap-
ture tumor heterogeneity is challenging. Traditional DCE-MRI analysis methods have 
mainly focused on aggregate kinetic measures [3-6]. However, aggregate kinetic 
measures fall short of capturing the intra tumor heterogeneity which is a crucial aspect 
of tumor characterization [7]. In this regard, we propose a tumor partitioning scheme 
using entropy and intensity variance as a measure of heterogeneity. We also define 
new features which consider both the statistical and spatial frequency of the parti-
tioned area with respect to the temporal data. Obtaining multi-resolution kinetic in-
formation from tumors in DCE-MRI at different spatial frequencies and the rate of the 
frequency change over time may provide more relevant features to characterize the 
heterogeneity in the spatiotemporal patterns of tumor enhancement, which can lead to 
better performance in detection, prognosis, and prediction. We test our proposed fea-
tures using a genetic algorithm wrapper based feature selection [8] for classifying 
women diagnosed with breast cancer into low and high risk of cancer recurrence 
which is critical in making treatment decisions [9].  

2 Methods 

We first partition the DCE-MRI images into different tumor sub-regions in which we 
further capture the heterogeneity of pixels. Heterogeneity wavelet kinetic (HetWave) 
features are then extracted from the partitions to obtain the spatiotemporal patterns of 
contrast agent uptake as well as spatial frequency information using wavelet coeffi-
cients from the partitions. To reduce the dimensionality and also avoid classifier over-
fitting, a genetic algorithm wrapper based feature selection scheme is used. The  
selected features are used to learn a logistic regression model for classifying breast 
cancer recurrence risk. A leave-one-out cross validation is employed to evaluate clas-
sifier generalization. Figure 1 shows a block diagram of the proposed features and the 
algorithm. 
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are referred to as DP1 and DP2) of the wavelet transform (Haar wavelet family) for 
every pre- and post-contrast image. Since each decomposition image is down-sampled 
from the original image, the corresponding tumor mask is also dowsampled to match 
it with the wavelet images. We then extract the mean and variance of the approxima-
tion and detail (horizontal, vertical, and diagonal) images at DP1 and DP2 within each 
partition. In addition, we extract the mean and variance of pre- and post-contrast im-
ages within each partition. In the following we give the mathematical definitions for 
our HetWave features: 

Let the pre- and post-contrast images be defined as ܫ௧ where {3 ,2 ,1 ,0} ߳ ݐ . As 
such the approximate, ܥ௅௧ሺkሻ, and detail coefficients, ܦ௅௧,௦ሺkሻ, can be computed as 
follows [10]:  ܥ௅௧ሺkሻ ൌ ൏ ,௧ܫ Ф௅,௞ ൐                                                          ሺ1ሻ 

௅௧,௦ሺkሻܦ                                    ൌ ൏ ,௧ܫ ߰௅,௞௦ ൐                                                        ሺ2ሻ 
where, <x,y> represents the inner product between the vectors x and y, and ܫ௧ ,Ф௅,௞, 
and  ߰௅,௞௦  are the vectorized versions of the image, the scaling function, and the 
wavelet function respectively [10]. In the above equation, the variable k is used to 
index the pixels in the vectorized images, and L represents the decomposition level. 
The coefficients of ܦ௅௧,௦ can be horizontal, vertical, and diagonal detail ( ݏ ൌ ,ܪ ܸ,  ሻܦ
[10]. Illustrations of representative wavelet coefficients are shown in Figure 3. 

As mentioned in Section 2.1 above, ܯ is the mask capturing pixel partitioning 
such that ܯ௞ represents the membership mapping of pixel k to its respective partition, 
where ܯ௞߳ ሼ 1, 2, 3ሽ. We then compute the mean and variance of the approximation 
and detail coefficients (horizontal, vertical, and diagonal) at DP1 and DP2 for each 
partition as follows:  

Assuming μ௖஺,௅  to be the mean of approximation coefficients at decomposition 
level L and μ௖ு,௅, μ௖௏,௅ , and μ௖஽,௅ to be the mean of detail coefficients (horizontal, 
vertical, and diagonal), we have: (since the formula of  μ௖௏,௅ and  μ௖஽,௅ are similar to μ௖ு,௅, we only show μ௖ு,௅ for simplicity purpose).                                      μ௖஺,௅ሺ݅, ሻݐ ൌ  ∑ ௞ܯሺߜ௅௧ሺ݇ሻܥ ൌ ݅ሻே௞ୀଵ∑ ௞ܯሺߜ ൌ ݅ሻே௞ୀଵ                                               ሺ3ሻ                                     μ௖ு,௅ሺ݅, ሻݐ ൌ  ∑ ௞ܯሺߜ௅௧,ுሺ݇ሻܦ ൌ ݅ሻே௞ୀଵ∑ ௞ܯሺߜ ൌ ݅ሻே௞ୀଵ                                              ሺ4ሻ 

where ߜሺܯ௞ ൌ ݅ሻ is an indicator function that equals 1 when ܯ௞ ൌ ݅, and zero oth-
erwise; ݅ represents the partition number, and N is the total number of tumor pixels. 

We also can compute the variance for approximation (ߪ௖஺,௅ଶ ) and detail coefficients 
௖ு,௅ଶߪ) ௖௏,௅ଶߪ , , and ߪ௖஽,௅ଶ ) as follows:                         ߪ௖஺,௅ଶ ሺ݅, ሻݐ ൌ  ∑ ሺܥ௅௧ሺ݇ሻ െ μ௖஺,௅ሺ݅, ௞ܯሺߜሻሻଶݐ ൌ ݅ሻே௞ୀଵ ∑ ௞ܯሺߜ ൌ ݅ሻே௞ୀଵ                                  ሺ5ሻ                        ߪ௖ு,௅ଶ ሺ݅, ሻݐ ൌ  ∑ ሺܦ௅௧,ுሺ݇ሻ െ μ௖ு,௅ሺ݅, ௞ܯሺߜሻሻଶݐ ൌ ݅ሻே௞ୀଵ ∑ ௞ܯሺߜ ൌ ݅ሻே௞ୀଵ                              ሺ6ሻ 

In addition to the above statistics of wavelet coefficients, we obtain the mean and 
variance of the pre- and post-contrast images (ܫ௧) within each partition.  
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                                     μூሺ݅, ሻݐ ൌ  ∑ ௞ܯሺߜ௧ሺ݇ሻܫ ൌ ݅ሻே௞ୀଵ∑ ௞ܯሺߜ ൌ ݅ሻே௞ୀଵ                                                      ሺ7ሻ 

,ூଶሺ݅ߪ                         ሻݐ ൌ  ∑ ൫ܫ௧ሺ݇ሻ െ μூሺ݅, ௞ܯሺߜሻ൯ଶݐ ൌ ݅ሻே௞ୀଵ ∑ ௞ܯሺߜ ൌ ݅ሻே௞ୀଵ                                          ሺ8ሻ 

For every image sequence, there are 3 partitions and 2 statistics (mean/variance). 
As such there are 6 statistics associated with each time-point for an image sequence. 
After computing the above statistics of wavelet coefficients within each partition, we 
compute the signal enhancement ratio (SER) of each statistic. Hylton [11] proposed 
the signal enhancement ratio (SER) such that  ܴܵܧ ൌ ሺܫଵ െ ଴ሻܫ ሺ⁄ ଶܫ െ  ଶ represent the signal intensities on the precontrast, early postcontrast, andܫ ଵ, andܫ ,଴ܫ ଴ሻ whereܫ
late postcontrast, respectively. We define HetWave, motivated by SER, where instead 
of using intensity, we use the 6 statistics explained above for each time point as fol-
lows:                                              HetWave௙ ൌ  ଵܹ௙ െ ଴ܹ௙

ଷܹ௙ െ ଴ܹ௙                                                         ሺ9ሻ 

where ୲ܹ௙ represents the statistics defined above and (݂ ߳ ሼ 1, … , 6ሽ ) for the contrast 
image corresponding to the time point  ݐ ߳ ሼ 0, 1, 2, 3ሽ (0 is the pre-contrast and 1, 2, 
and 3 are the post-contrast images). 

In summary, we have 4 wavelet images (i.e., approximate, horizontal, vertical, di-
agonal) for each decomposition level (i.e., for 2 decomposition levels we would have 
8 wavelet images). We also compute statistics for the input image sequence. As such, 
in all we have 9 image sequences, and 6 HetWave features for each of these image 
sequences. Our final feature vector thus consisted of 54 features. 

2.3 Dataset  

Bilateral breast MRI sagittal scans of 57 women diagnosed with breast cancer were 
collected at our institution from 2007-2010.  The ages of the women at the time of the 
imaging ranged from 37 to 74 years with a mean age of 55.5 years. The women were 
imaged prone in a 1.5T scanner (GE LX echo, GE Healthcare, or Siemens Sonata, 
Siemens); matrix size: 512 × 512; slice thickness: 2.4-4.4 mm; flip angle: 25° or 30°. 
The images were collected before and after the administration of gadodiamide (Omnis-
can) or gadobenate dimeglumine (MultiHance) contrast agents. Dynamic contrast en-
hanced images were acquired at 90 second intervals for 3 post contrast time points. The 
women in the dataset had estrogen receptor positive (ER+), node negative tumors, 
which were analyzed with the Oncotype DX prognostic gene expression assay. Onco-
type DX™ is a test that was developed by Genomic Health Inc. to calculate the risk of 
the recurrence by measuring the expression of 21 genes in RNA from formalin-fixed 
paraffin-embedded (FFPE) tumor tissue samples from the primary breast cancer [9]. 
The final outcome of the Oncotype DX assay is a continuous recurrence score that 
predicts the likelihood of breast cancer recurrence in 10 years after the treatment. It has 
been shown that the benefit of adjuvant chemotherapy regimen starts becoming signif-
icant only in patients with an Oncotype score greater than 30 [9].  
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enhancement at first post contrast time point, and enhancement ratio), textural (con-
trast, correlation, energy, homogeneity, entropy, variance, sum average, sum variance, 
sum entropy, difference in variance, difference in entropy, information measure of 
correlation (IMC) 1and 2, maximal correlation coefficient), and spatial enhancement 
variance features (maximal variance in uptake; variance in time to peak, uptake rate, 
and washout rate). The Genetic algorithm-wrapper based feature selection was also 
applied to these features and the feature subset (K=4 to 12) corresponding to the best 
AUC was selected. 

3 Results 

The comparison between the ROCs of our HetWave features versus the previously pro-
posed features is presented in Figure 4. As shown in the figure, HetWave features  
provide better AUC as compared to other commonly used features. The AUC of the 
HetWave, standard kinetic, standard texture, and spatial enhancement variance are 0.78, 
0.69, 0.64, and 0.65, respectively. The most frequent features selected by the feature 
selection technique in each leave-one-out loop are as follows: HetWave features for the 
mean horizontal and vertical wavelet detail coefficients of DP1 on partition 1, 2, and 3; 
and HetWave features for variance of horizontal and vertical wavelet detail coefficient 
of DP1 from partition 1. From the selected features of wavelet detail coefficients of 
DP1, it seems that the mean of high spatial frequency enhancement rate which is ob-
tained from DP1 provide more relevant information for task of recurrence risk classifi-
cation as compared to those of DP2 (which has coarser frequency than DP1).  

Since the selected features include the HetWave features corresponding to the va-
riance of the horizontal and vertical wavelet detail coefficients of DP1 from partition 
1, it can also be inferred that the variance of the high spatial frequency information of 
the partition 1 which has less local spatial entropy and variance, provides useful  
 

 

Fig. 4. ROC comparison of HetWave with other standard features 
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information for this prognostic classification task. As such, capturing tumor hetero-
geneity using entropy-based partitioning of tumors and obtaining the spatiotemporal 
Information from the contrast agent uptake as well as spatial frequency information 
from these partitions could provide valuable information for tumor characterization. 

4 Conclusions 

In this study, heterogeneity wavelet kinetic features are introduced and applied for the 
task of classifying breast cancer recurrence risk. The proposed features are geared 
toward capturing tumor heterogeneity by partitioning the tumor into subregions, and 
the spatiotemporal patterns of the contrast agent and based on spatial frequency in-
formation using wavelet coefficients. An AUC of 0.78 is obtained using the proposed 
HetWave features which outperform other commonly used standard kinetic, texture, 
and spatial enhancement variance features which give AUCs of 0.69, 0.65 and 0.64 
respectively. 
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