
 

 

 
Figure 1: Sample Ki-67 stained histology images 
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ABSTRACT 

Breast cancer is the second cause of women death and the most diagnosed female cancer in the US. Proliferation rate 
estimation (PRE) is one of the prognostic indicators that guide the treatment protocols and it is clinically performed from 
Ki-67 histopathology images. Automating PRE substantially increases the efficiency of the pathologists. Moreover, 
presenting a deterministic and reproducible proliferation rate value is crucial to reduce inter-observer variability. To that 
end, we propose a fully automated CAD system for PRE from the Ki-67 histopathology images. This CAD system is 
based on a model of three steps: image pre-processing, image clustering, and nuclei segmentation and counting that are 
finally followed by PRE. The first step is based on customized color modification and color-space transformation. Then, 
image pixels are clustered by K-Means depending on the features extracted from the images derived from the first step. 
Finally, nuclei are segmented and counted using global thresholding, mathematical morphology and connected 
component analysis. Our experimental results on fifty Ki-67-stained histopathology images show a significant agreement 
between our CAD’s automated PRE and the gold standard’s one, where the latter is an average between two observers’ 
estimates. The Paired T-Test, for the automated and manual estimates, shows ρ = 0.86, 0.45, 0.8 for the brown nuclei 
count, blue nuclei count, and proliferation rate, respectively. Thus, our proposed CAD system is as reliable as the 
pathologist estimating the proliferation rate. Yet, its estimate is reproducible. 

Keywords: Ki-67,Nuclei Counting, Proliferation Rate, Breast Cancer, Digital Histopathology. 

1. INTRODUCTION 
Breast cancer is the most common female cancer in 
the US, the second most common cause of cancer 
death in women ages 20 to 59, and the main cause 
of death in women ages 40 to 59. It was reported 
that the probability of developing invasive breast 
cancer within ages 40 to 59 and 60 to 69 was 3.75% 
and 3.45%, respectively, from 2005 to 2007.  
Moreover, from all new cancer cases among women 
it alone was expected to account for 28% in 2010 
and 30% in 2011.1,2 

The diagnostic evaluation of a patient with 
suspected breast cancer includes screening, 
diagnostic breast imaging, and breast biopsy 3. A 
patient with a suspicious pre-screening urges the pathologist for taking a breast biopsy, which is then treated and sliced 
on lab slides. Since the digital histopathology emerged, these slides are scanned using high resolution scanners allowing 
the resulting high resolution image (40X) to be communicated instead of the physical slide. By examining these high 
resolution images of the biopsy, the pathologist diagnoses the cancer and presents various measurements for cancer 
grading and, in some clinical standard, presents the prognosis for the cancer.  

The measurement of proliferation rate can be used in conjunction with other measurements as a prognostic indicator 
which guides the treatment protocols in the clinical practice.4 The cancer cells are known to be in the growing and 
dividing phase and the proliferation rate is measured depending on finding out the percentage of cancer cells count over 
the whole cells count.5,6 Some techniques developed to measure the proliferation rate are: Mitotic index, S-phase 
fraction, Nuclear antigen ImmunoHistoChemistry (IHC) including Ki-67 and PCNA-staining Cyclins and PET.4 These 
techniques have their own advantages and disadvantages based on the experimental lab work. Comparing with other 
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markers, Ki-67 staining was stated to have many advantages: being easy to perform, sensitive antibodies anduses a small 
amount of tissue. The disadvantage of nuclei counting over the Ki-67 stained tissue is the time consumption.4,5 This 
disadvantage makes the process of estimating the proliferation rate a highly subjective one, since the pathologist looks 
quickly at the image and gives an approximate nuclei count and proliferation rate as well. 

In Ki-67 stained histopathology images, cells that show brown or yellow staining are scored as positive, while the blue 
ones are scored as negative, as shown in Figure 1. The proliferation rate assessed using Ki-67 is evaluated as the 
percentage of the total number of tumor positive cells; which equates the growth fraction of the tumor.4,6Accurately 
automating the process of nuclei counting and evaluating the proliferation rate from the Ki-67 images has many 
advantages, since it would: (1) utilize the pathologist time that is consumed in manual nuclei counting; (2) serve as a 
second opinion; and (3) help in gaining a more deterministic decision in the treatment plan. 

Recent research has been focusing on building automated CAD systems for various cancer types in the human body to 
lend hands in cancer different diagnosing and prognosing routines. These automated systems were not meant to replace 
the radiologist or pathologist, but to support as a second opinion. “Second opinion” means that the analysis results from 
these systems will be considered for its advantages of speed, accuracy, reproducibility and effort saving, but the final 
decision and recommendations will be human-driven. Breast cancer detection 7, grading 8, and growth-rate estimation 9 
are some clinical routines in which automated computer-aided systems are used to help in defining the degree of the 
disease severity and guiding the treatment protocols.  

Variety of imaging modalities is used in cancer clinics; such as: mammography, ultrasound, Magnetic Resonance 
Imaging (MRI), Computed Tomography (CT), digital mammography10,11and histology images8,9. Regardless of these 
types of cancer images, the automated CAD systems follow some general approach to analyze such images, which may 
vary depending on the system purpose and the used images. This general approach may involve, but not strictly, these 
steps: image pre-processing, image segmentation, feature extraction and selection, and classification.10,12,13 Image pre-
processing techniques in such CAD systems are used for image de-noising and color-space transformations.12,14,15 Image 
segmentation partitions the image into non-overlapping, constituent regions which are homogeneous with respect to 
some characteristic such as intensity or texture. Methods for performing segmentations in these systems vary widely 
depending on the purpose, imaging modality, and other factors. Thus, there is no universal method to carry out adequate 
segmentation method that yields acceptable results for every medical image.10 Some of the used segmentation methods 
for medical images are: Local and global adaptive thresholding18, region growing, Markov random field (MRF),10,16,17 
morphological operations, marker controlled watershed16,18,19, second-order edge 9, and active contours10,20. Some other 
classification and clustering approaches are also used in medical image segmentation, such as: Artificial Neural 
Networks (ANN)16,21,  Kohenen Self-Organizing Map (SOM)22, Support Vector Machines (SVM)10,16,17, K Nearest 
Neighbor (KNN)19, and K-Means23. The region of interest (ROI) resulting from the segmentation are allocated for 
feature extraction and selection. CIELab color-space and Discrete Wavelet Transformation (DWT) could be used in 
feature and texture extraction in some CAD systems14,19,22, while Principle Component Analysis (PCA) is used to reduce 
the dimensionality of features9. 

Some efforts have been performed in the literature for Nuclei counting. Phukpattaranont, et al. 14 developed a system for 
analyzing microscopic images for nuclear stained breast cancer cell counting. They used NN and mathematical 
morphology to segment cells, while they used CIELab values, circularity ratio, and area for feature extraction. Then, the 
classification task was performed using the Euclidean Distance (ED) of selected features. Kothari et al. 15 presented a 
semi-automatic method for cell segmentation and counting from digital tissue images. Phukpattaranont and 
Boonyaphiphat18built their automatic cell counting system for microscopic breast cancer tissue images. They removed 
the noise depending on CIELab and anisotropic diffusion filtering. Then,they segmentedcells using local adaptive 
thresholding, morphological operations, and cell size considerations followed by marker-controlled watershed. Loukas et 
al. 9 presented their approach for automated counting of cancer cell nuclei in tissue sections. They worked on analyzing 
histological sections from different squamous cell cancers stained for proliferation using Ki-67 and cyclin A detection. 
The overall number of cells was detected, using second-order edge detection methodology. Then proliferating cells were 
located using principal component analysis (PCA) of the image, combined with histogram thresholding. 

In this paper, we propose a CAD system that analyzes the Ki-67 images to automate nuclei counting and proliferation 
rate evaluating as well. This model uses K-Means to classify the nuclei into positive and negative. This classification 
depends mainly on the features extracted from the L*a*b* color-space model of the Ki-67 images. Some pre- and post-
processing is done to enhance the overall automating process. We study the performance of accurately automating the 
process of proliferation rate evaluation over the manual process.  
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Figure 2. (First row) The Ki-67-Stained Histology, where the brown nuclei are positive cells, while the blue 
nuclei are negatives. (Second row) The corresponding segmented brown nuclei. (Third row) The 
corresponding segmented blue nuclei. 

2. OUR PROPOSED CAD 
We propose a CAD system that analyzes the Ki-67 images to automate 
nuclei counting and PRE. This CADworks to classify the nuclei into 
brown and blue ones using K-means clustering. This clustering depends 
on the features extracted from the L*a*b* color-space model of the Ki-67 
images. These features are: 1) The a* channel, 2) The b* channel. 

As shown in Figure 3, the procedure of our approach is composed of 
three stages followed by PRE out of the resulting nuclei count; 1) image 
pre-processing, 2) image clustering 3) nuclei segmentation and counting. 
Image pre-processing stage consists of customized color modification 
and color space transformation. Image clustering stage consists of 
clustering the image into three regions using K-Means and pixel labeling. 
Nuclei segmentation and counting stage comprises global thresholding, 
mathematical morphology and connected objects count. Details of each 
step are as follows: 

2.1 Image pre-processing 

Firstly, we do a customized color modification over the pixels of the dark 
brown nuclei parts that are less than specific values in the three channels 
of the RGB color model image. The need for this modification was 
figured out experimentally to ensure clustering these parts with the brown 
nuclei. 

Figure 3 The stages of the nuclei 
counting algorithm 

(1) Image Pre-processing: 
• Customized color modification 
• Color space transformation

(2) Image Clustering: 
• K-Means clustering 
• Pixel labeling 

(3) Nuclei Segmentation & Counting: 
• Global thresholding 
• Mathematical morphology  
• Connected objects count 

Input image 

Segmented Images & nuclei counts 
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Secondly, we use color space transformation to convert the original images from RGB color model into L*a*b* color-
space. That’s due to considering the L*a*b as an excellent decoupler of intensity and color represented by a* and b*, 
which makes it useful in both image manipulation and image compression applications. The L*a*b space can be defined 
by: 23 כܮ  ൌ 116 · ቀ ቁ13ݓܻܻ െ כܽ (1)     16   ൌ 500 ቈቀ ௑௑௪ቁభయ െ  ቀ ௒௒௪ቁభయ቉     (2) 

bכ  ൌ 200 ቈቀ YY୵ቁభయ െ  ቀ ZZ୵ቁభయ቉     (3) 

where X/Xw, Y/Yw, Z/Zw> 0.01. The values Xw, Yw, Zw are the CIE tristimulus values of the reference white under 
the reference illumination, and X, Y, Z are the tristimulus values, which are mapped to the CIE color space. While the 
L* component represents intensity, a* and b* components are proportional to red-green and yellow-blue color contents, 
respectively. 

2.2 Image clustering 

In this stage, using K-Means algorithm24,25, the image is clustered into three regions: the brown nuclei, the blue nuclei 
and the remaining tissue. K-means is an unsupervised technique that works as an intensity-based classifier for the image 
pixels over the extracted features, a*b*.We set the number of clusters (K) tothree in order to handle the three regions. K-
Means algorithm minimizes the intra-cluster variation iteratively. The unlabelled pixels are assigned to the nearest 
clusters based on their distances to the initial cluster centroids, then the cluster centroid is updated and the pixels are re-
assigned. Our K-Means algorithm terminates after three iterations.Then, the resulting clustered pixels are labeled using 
cluster-based labels. This helps in isolating the brown-nuclei-labeled and blue-nuclei-labeled clustered regions into 
separate images for further processing.  

2.3 Nuclei segmentation and counting 

We use a combination of global thresholding, morphological operations, and connectedcomponent count in our counting 
algorithm. For Global thresholding, we apply a global thresholding, using Otsu's method, for each brown-labeled and 
blue-labeled image, separately.26 This thresholding method chooses the suitable threshold that minimizes the intra-class 
variance of the binary images that result from this step. Then, we process the resulting binary images using 
morphological opening27, which eliminates spike noise and fills holes as shown in Figure 2 (second and third rows). 
After that, we count the connected components in the brown-segmented image that represents the brown nuclei count, 
while the connected objects count in the blue-segmented image represents the blue nuclei count. 

Finally, we evaluate the proliferation rateby dividing the resulting brown nuclei count by the total nuclei count (i.e.the 
sum of brown and blue nuclei). We verify the accuracy of the results compared to the gold standard values estimated 
manually by two observers. These values are the manual count of the brown and the blue nuclei, and the evaluated 
proliferation rate. Then we study the performance of accurately automating the process of proliferation rate evaluation 
by our proposed model over the manual process. This is the major experimental setting that proves the robustness and 
reliability of the proposed model. 

3. DATA AND EXPERIMENTAL RESULTS 
Our data is contains fifty Ki-67 stained histopathology digital images of breast cancer. Positive cells have a brown color, 
whereas negative cells have a blue color. Each digital image comes with the tumor count scores from two independent 
observers: one expert pathologist and one student trained on this counting. We consider the average count among the 
observers’ readings as our gold standard for nuclei counting. Both observers’ estimates are not typically equal; this is 
due to the fact that perceiving a staining nucleus depends on one’s subjective awareness. Figure 4 and Figure 5 show that 
the relation between first and second observers' nuclei count estimates can be considered as a linear relationship, though 
there still some variation from each other.To that end; we investigate how close our CAD estimates are from the average 
estimates and from each individual observer, as well.  

 

Proc. of SPIE Vol. 8315  83152A-4



 

 

  

Figure 4: Relationship between first and second observers' 
nuclei count estimates in brown nuclei.  

Figure 5: Relationship between first and second observers' 
nuclei count estimates in blue nuclei 

 
We intended not only to report the estimated proliferation rate, but also the brown and blue nuclei count. This is for 
accuracy purposes since the proliferation rate depends on both, the brown and blue nuclei count. We calculate the 
percentage difference in nuclei counting and the actual difference in PRE between manually and automatically estimated 
values. Figure 6 shows the differences represented as the Y-axis, while the X-axis is the case identification number that 
runs between 1 up to 50. To further show the consistency of our results, Table 1 presents also the average percentage 
difference for each 10 cases (selected randomly and disjointly) of the fifty cases. This table gives a good sense about the 
consistency in the differences besides the Paired T-Test result.Next, to evaluate our automated model efficiency, we 
study the differences between manually and automatically estimated values, by applying the Paired T-Test 28: ߩ ൌ  ई ି उఙ √௡⁄        (4) 

where ई and उ are the mean value of the two 
samples, ߪ is the standard deviation of the 
differences between the two samples (X and Y), 
and ݊ is the sample size. If the T-Test value was 
more than the significance level (0.05), the two 
samples are said to be statistically insignificant. 
Table 2 presents the significance values resulting 
from the Paired T-Test on the fifty samples. Since 
all the stated values between the automated 
estimates, on one hand,and the average and 
individual observers, on the other hand, are above 
the significance level value (0.05), it’s obvious 
that all the estimated values over the specified 
pairs are statistically insignificant. Though, the 
significance values between the individual 
observers’ estimates show significance in blue 
nuclei count. Thus, our proposed K-Means-based 
model could be considered as reliable as the 
individual experts and the average expert as well.  
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Figure 6 Differences between automated and gold standard estimates 
in Brown and Blue nuclei counting and PRE for each of the fifty 
cases to show the consistency in our results. 
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Table 1: Average Percentage Difference. Table 2): Significance Values Resulting from the Paired T-Test 
 

Image Set 
Percentage Difference 

Brown 
Count 

Blue 
Count 

Proliferation 
Rate 

1-10 9% 17% 13% 
11-20 12% 17% 15% 
21-30 21% 47% 42% 
31-40 17% 28% 27% 
41-50 8% 20% 29% 

Average 13% 26% 25% 

Pairs 
Significance Values (࣋) 

Brown 
Count 

Blue 
Count 

Proliferation 
Rate 

Observer1- Observer2 0.27 < 0.05 0.34 
Automated-Observer1 0.62 0.19 0.96 
Automated-Observer2 0.69 0.97 0.83 
Automated-Average 0.86 0.45 0.8 

 

4. CONCLUSION 
We proposed a CAD systemfor automatic proliferation rate estimation from the Ki-67 histology digital images of breast 
cancer. We did color transformation from RGB color model to the L*a*b* one. Then, we used K-Means to cluster the 
image pixels over the extracted features (a*b*) form the image. After that, we used the global thresholding, 
mathematical morphology and connected objects count to segment the brown and blue nuclei, count them and evaluate 
the proliferation rate. We tested our model on fifty cases and calculated the average differences between the manually 
and automatically estimated values. The average percentage difference of the brown nuclei, blue nuclei count and 
evaluated proliferation rate were 13%, 26% and 25%, respectively. We studied the statistical significance of the 
difference values and found ρ = 0.86, 0.45, 0.8 for brown nuclei count, blue nuclei count and evaluated proliferation rate, 
respectively. This indicates statistical insignificance between the manual process and automated process. Hence, our 
CAD system produces proliferation rate estimate that is undistinguished from the expert pathologists. However, our 
automated estimate is reproducible and deterministic unlike manual estimates. 
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